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**OBJECTIVES:**

* To learn the basic concepts of algorithm, its performance analysis and notations
* To study and analyze algorithms mathematically
* To demonstrate and analyze the known algorithms and data structures
* To apply important algorithmic design paradigms and methods of analysis
* To synthesize efficient algorithm in common engineering design
* To study about NP-completeness, Approximation and Randomized algorithms

**OUTCOMES:**

Learner should be able to

* Understand the basic notations of algorithm analysis and introduction to algorithms
* Analyze algorithms mathematical analysis of recursive and non-recursive algorithms
* Analyze the known algorithms and data structures efficiently
* Able to apply important problem solving paradigms to engineering problems.
* Analyze the NP-completeness problems efficiently and the benefits of using Approximation algorithms.

**MODULE I [9 HOURS]**

**Mathematical Background:** Summations-Sets-Relations-Functions-Graphs-Trees-Counting and Probability-Matrices.

**Algorithm Analysis:** Introduction to Algorithm - Notion of Algorithm – Euclids Algorithm - Reduction of Algorithm to Curve-Growth Rate Analysis-Asymptotic Analysis - Asymptotic Notations – Amortized analysis - Recurrence Equations - Analysis of Recursive and Non- Recursive Algorithms – General Method

**MODULE II [18 HOURS]**

**Divide And Conquer:** Brute Force: Selection Sort, Bubble Sort - Divide And Conquer: General Method – Binary Search – Min-Max Problem – Median Finding - Merge Sort - Quick Sort – Integer Multiplication - Strassen’s Matrix Multiplication-Convex Hull Problem

**Greedy Algorithms:** General Method – Fractional Knapsack – Job sequencing with deadlines - Huffman Coding - Minimum cost spanning trees, Single source shortest path problem.

**Transform and Conquer:** Binary Tree- BST – AVL Tree Operations – Heaps - Heap Sort-Horner’s Rule

**MOUDLE III [18 HOURS]**

**Dynamic Programming**-General Method - Principle of Optimality- Making Change Problem - Assembly Line scheduling - 0/1 Knapsack - Travelling Salesman Problem - Longest Common Subsequence – Optimal Search Tree- Matrix Chain Multiplication – A machine Scheduling Problem- Case-Studies.

**Back Tracking:** General Method – 8 Queens Problem – Sum of Subsets – Graph Colouring – Hamiltonian problems.

**Randomization: Introduction to randomized algorithms -** Random numbers, randomized Quick sort, Min cut problem

**NP-Completeness and Approximation**: The Class P and NP - Polynomial Time reduction - NP-completeness - NP-Hard problems – Hamiltonian cycle - Travelling Salesman problem- Approximation algorithms

**Total: 45**
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